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250+ services
1000+ service instances (JVMs)

Largest actor on the Stockholm Stock Exchange
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Design for Failure
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URL url = new URL("http://acme-books.com/special-offers");
URLConnection connection = url.openConnection();
connection.connect();

InputStream inputStream = connection.getInputStream();
// Read response from stream
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URL url = new URL("http://acme-books.com/special-offers");
URLConnection connection = url.openConnection();
connection.setConnectTimeout(100);
connection.setReadTimeout(500);

connection.connect();

InputStream inputStream = connection.getInputStream();

// Read response from stream
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Terrible response times
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Frequently called service

Timeouts are not enough



CIRCUIT
Calisitd. bfokefsétvicds fail fasts
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Half open state

Single call
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Timeouts over threshold

Unhandled errors over threshold

Known irrecoverable error occurs



HTTP ERROR: 3500

Problem accessing /. Reason:

Server Error




Handle service
call errors



try {
return specialOffers.getOffers();

} catch (Exception e) {
return Offers.emptyOffers();

¥






Terrible response times
Awful throughput

Again?!?



Web
Application

Thread
pool

Slow Spec‘iai
response

Offers




Web
Application

Thread
pool

bi

Spec‘iai

Offers

Slow
responses




Web
Application

Throughput lower than
number of incoming

Thread requests (again)
pool

bi

Spec‘iai

Offers

Slow
responses




Response time < timeout

Timeouts and circuit breakers are
not enough



BULKKHEADS

Isolates components

Prevents cascading



Limit number of
concurrent calls

Upper bound on number
of waiting threads
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Upper bound on number of
waiting threads

Protects very well against
cascading failure ...



... if bulkhead sizes are ...

... significantly smaller than
request pool size



Peak load when healthy
40 requests per second (rps)

0.1 seconds response time



Suitable bulkhead size

40 rps x 0.1 seconds =4

+ breathing room =



Bonus: protects services
from overload



Semaphore bulkhead = new Semaphore(2);

Offers protectedGetOffers() {
if (bulkhead.tryAcquire(©®, TimeUnit.SECONDS)) {
try {
return specialOffers.getOffers();
} finally {
bulkhead.release();
}
} else {
throw new RejectedByBulkheadException();

}






Many threads are waiting

Few available threads - low
throughput

All service calls are rejected!
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Broken Client Library

More protection required



TancreRaed Handayers

walk away

Generic timeouts



Web Application

Request Service
thread thread
pool pool

Service




Web Application

Request Service
thread thread
pool pool

Service




Web Application

Request Service
thread thread
pool pool

Service




Web Application

Request Service
thread thread
pool pool

Service




Web Application

Request Service
thread thread
pool pool

Service




Web Application

Request Service
thread thread
pool pool

Timeout

o L

Service



Web Application

Request Service
thread thread
pool pool

o L

Service




Service call timeouts
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ExecutorService executor = new ThreadPoolExecutor(3, 3,
TimeUnit .MINUTES, new SynchronousQueue<>());

Offers protectedGetOffers() {

try {

Future<Offers> future =
executor.submit(specialOffers: :getOffers);

return future.get(1l, TimeUnit.SECONDS);

} catch (RejectedExecutionException e) {
throw new RejectedByBulkheadException();

} catch (TimeoutException e) {
throw new ServiceCallTimeoutException();

}



Thread pool handovers are very
powerful!

What about performance?
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Monitor
Service Calls



Timeout rate Failure/success rate

Rejected call rate Response times

Short circuit rate
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Understand problems
before changing
configuration









“All this seems like
a lot of work!”



\\\\mmmm/,,, 2 H Y ST R I X

DEFEND YOUR APP

%,

;\\\\tlll//,,/ '//////
”’/ﬂm\\\\\‘

%
=&
—
3=
o~y
Z)

: // 6 \ / ‘
) PP

7
7))




class GetOffersCommand extends HystrixCommand<Offers> {

public GetOffersCommand() {
super (HystrixCommandGroupKey
.Factory.asKey("SpecialOffers"));

¥

@Override
protected Offers run() throws Exception {
return specialOffers.getOffers();

¥

public Offers getOffers() {
return new GetOffersCommand().execute();

}



class GetOffersCommand extends HystrixCommand<Offers> {

@Override
protected Offers getFallback() {
return Offers.emptyOffers();

¥
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Design for failure Bulkheads

Use timeouts Monitor service calls

Circuit Breakers



Release It!

Design and Deploy

Production-Ready Software htt p S: / / g|t h U b Com /
) - Netflix/Hystrix

Michael T. Nygard
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