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About me

¢ Building software professionally since 1995
e Infrastructure at Spotify since 2013

e Service Discovery (Nameless)

e Service Framework (http://spotify.github.io/apollo/)
e System-Z

e Currently doing Data infrastructure



About this talk

1. Why model microservices?
2.0ur solution: System-Z
3.Design

4.lmpact so far

=> |deas about running microservices at scale



Why model microservices?

Y axis: Splitting
Z axis: Sharding

X axis: Cloning

http://artofscalability.com/
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Why model microservices?

Y axis: Splitting plus ~100 teams writing code
~1100 things Z axis: Shardlng

X axis: Cloning
~10k servers

http://artofscalability.com/



Client platform squads

Infrastructure squads

Feature squads




https:/labs.spotify.com/2014/03/27/spotify-engineering-culture-part-1/

Organic structure



Problems to Solve

Discovering and understanding:

e What things are “out there”

e Deployments and configurations

e The system as a whole, how do things fit together?
e How to get more information: ownership

e What’s broken and how to fix it.
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Enter System-Z

6 SpOtify system-z Go to component... Q
® A system for

system metadata

e Z? Wat?

There are 1134 registered components in System-Z, of which 107 are waiting to be migrated from serviceDB. Migration is 90.56% complete!

System-Z

Systems & components | own (%) CREATE / ADD

apollo apollo
deprecated-datainfra-pipelines shrekcore

gabo fortress-of-solitude

gabelastic

gabo-harvester

gabobroker

gaboeventservice

gabofiletailer
gaboheliosagent GIVE US FEEDBACK
gabomirror
gabomonitor
gaboperftest
gabozookeeper
psconsumerexp

pubsub-drain




Some terminology

Owns services.<pod> domain

e Component - some thing Nameless

nameless-
discovery

e A microservice, data store, data Java)
pipeline, or library

Nameless Registry

w
(Cassandra) D
-

e System - some related things

Heartbeats nameless-
registration

(Java)

These terms, like most things Z, are
intentionally vague

spnameless
(CLI, Python)




Main features

e General component information
e Dependency Tracking
e Managing deployments

e Ownership and alerting



e SpOtify system-z Go to component...

searchview

Apollofied aggregation search view service

o

° 2 o N
searchview 0.2.74

owner

R
system el
visibility ivate runtime

service_discovery runtime

slack_channel A ~ tion! runtime
runtime
runtime
pagerdutykey
runtime
role
runtime
artifact_id searchview-alone

maintainers

runtime

| a runuime

runtime




@ SpOtify system-z Go to component...

searchview

Apollofied aggregation search view service ©® No ongoing incidents

Escalation policy
& DEPLOYMEI

NFO searchview 0.2.74
owner
system C.
visibility private
service_discovery searchview

slack_channel

tags

pagerdutykey
role
artifact_id searchview-alone

maintainers

(£ EDIT ~ REFRESH




nameless-poller

nameless

!

nameless-discovery J

nameless-registry

nameless-cassandra

podlinks K

notifications

notifications

http-router

http-router

push-notifications

inclient-notifications

batchemailer

srv:batch-emailer batchemailer | /
dispatcher
dispatcher

pages

pages-http-router




@ Spotify system-z

searchview

Apollofied aggregation search view service

owner
system

visibility
service_discovery
slack_channel

tags

pagerdutykey
role
artifact_id

maintainers

private

searchview

Kiwi
apollo

search

searchview-alone

(£ EDIT ~ REFRESH

@ No ongoing incidents

¥ Escalation

playlist -»

818

| A

licy
'l\_,:y

declared

declared

declared

declared

declared

declared

declared

declared

declared

declared

declared

runtime

runtime

runtime

runtime

runtime

runtime

runtime

runtime

runtime

runtime

runtime




é SpOtify SYSte m-Z Go to com ponent..

gaboeventservice

Filters

Host names redacted

O,TSZ-SNAPSHOT-CSSSWO-20‘.(_‘%_")3'112-'3'83

0.1.30-SNAPSHOT-572b690-20151221
f

)

0.1.29-SNAPSHOT-0f90294-20151216-1510 Deploy
)
Deploy and undeploy others
0.1.28-SNAPSHOT-f6b8ee7-20151216-1410
Q)

0.1.27-SNAPSHOT-f66a3e0-20151130-2055
O

0.1.26-SNAPSHOT-9cfa070-20151124-1832
O

0.1.25-SNAPSHOT-8be1ae9-20151124-1715
O

http:/github.com/spotify/helios


http://github.com/spotify/helios

e SpOtify System 74 Go to component...

searchview

Manage routing between pods in our infrastructure. If you need any support with this please talk to tools@ or #tools.

J /N W\ , DOAIll

Configuration for service discovery name searchview searchview v

Status

18 running instances

Change history

Time Protocol User

2 months ago D E v A hm alexey

2 months ago alexey

2 months ago alexey




@ Spotify system-z

searchview

Apollofied aggregation search view service

Kiwi
apollo

search
pagerdutykey
role
artifact_id searchview-alone

maintainers

(£ EDIT ~ REFRESH

@ No ongoing incidents

. Q‘,'ﬂ . a 3
? Escalation policy

& DEPLOYMEN

searchview 0.2.74

playlist -»

declared +

declared

declared

declared

declared

declared

declared

declared

declared

declared

declared

runtime

runtime

runtime

runtime

runtime

runtime

runtime

runtime

runtime

runtime

runtime




@ Spotify system-z

searchview

Apollofied aggregation search view service

owner
system

visibility

service_discovery

slack_channel

tags

pagerdutykey

role

artifact_id

maintainers

(£ EDIT ~ REFRESH

private

searchview

Kiwi
apollo

search

I

searchview-alone

searchview 0.2.74

declared

declared

declared

declared

declared

declared

declared

declared

declared

declared

declared

runtime

runtime

runtime

runtime

runtime

runtime

runtime

runtime

runtime

runtime

runtime




And...

¢ Create new components e Provision hardware
e Compare live configs e Set up service monitoring
e Check activity (logins, system dashboards
updates, etc) e Configure data processing
e Check Global stats (Apollo pipeline monitoring
versions, etc) °...

e APl documentation






Core data model

Many many-to-many relations

registers contains

Features add specific data )

DiSCOVGI‘y names as indirection Discovery Name Component

depends on
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Deployment

Routing/Discovery Runtime Metadata
Subsystem

Subsystem Subsystem

Sysmodel | . PP

Nameless

Component ; | ; Apollc based
YAML I ; backend
' ‘ services




YAML files

Loose/multiple schemas

Files live with code

# Basic YAML syntax here: http://www.yaml.org/spec/1.2/spec.html
# Online parser here: http://yaml-online-parser.appspot.com/
Short version:
Strings: single, double or no quotes. Multiline string? Read docs.
Lists: with [] or each entry indented on a line with a - .
Maps: with {key: val} or each pair indented on a line.
(also, x means "x", but no means false, because reasons.)

# Unique ID for this component (in System-Z):
id: gaboeventservice

# Brief description of this component:|
description: Hermes frontend for the Gabo pipeline

# The system this component belongs to:
system: gabo

# Main owner of this component (LDAP group or individual):
owner: 202-squad

# Intended usage of this component:

# ‘private' - only for use by the owner

# 'public' - exposes an apli for other squads (like metadata)
# Components that are under development, experimental, not

# supported, replaced, liable to change without warning, etc.

# should generally be marked as private.

visibility: public

# A list of other components (services, data stores, etc.) on which
# this component depends. Must be valid service_discovery names

# registered in the Nameless service.

dependencies: []

facts:

# A list of the names under which this component can be discovered
# on production machines. Must be valid service_discovery names
# registered in the Nameless service.
service_discovery:
- gabo-event-service

# Links to the latest definitive documentation for this component.
# Markdown 1s supported, e.g. docs: "[Title]J(URL)", but you must
# use quotes, or it will fail to parse (as a list).
docs:

- gabo-event-service




Dirty Data

Organisational change => ownership confusion
Infrastructure evolution => runtime confusion

Owners don’t benefit from metadata quality



Ten Things You Didn't Know About System-Z That Will Amaze You!

» » » .
1. Migrating your act 2. System-Z's New 'Vew Service 3. You can see an
service fomthe Service feature | Apollo-Hermes
old "servicedb" i s W e A i i e o et et helps you create a ' ST | service's
takes less than two [ ™" 1c e e me e skeleton Apollo dependencies
minutes and > backend service in (both declared and
unlocks many of seconds! You can  Service details detected in
System-Z's useful get your build runtime) and drill
features! pipeline going on down to explore
any existing service
Jenkins instance! relationships.
» . » A pd »  System Z
4. You can quickly e S. For any service " 6. System-Z's
webapi-browse 1.0, -
see exaCtly Where ash2-webapihelios-al.ash2.spotify.net 20004 that has rengtered ac homepage Shows
T Eee—————m———t s LAY - RCLMOE L
Hermes IS | ic:.webspinetios-atsictspotify.net.20010 youcanseeall components
currently sictwebapihelios-a2 sicl.spotify.net. 20010 current incidents owned by you and
de ' edl sjci-webapihelios-a3.sjcl.spotify.net.:20010 d | t ‘ 2 t
ployed! and escalation - your teams.
policies!
» Ousifgustion for sursies disusverysums webep! » nameless-registry » nameless-registry

7. You can see and = 8. You can see the 9. You can o
manage routing L . published APl fora = compare current
between pods in . service and allthe | configurations of
our infrastructure! ooy endpoints on which running instances
= — it will respond! All oo of Hermes-based
services are clearly services, making it
marked "public" or ¢ easy to spot
"private" to indicate production
ifyoucanuse 7T anomalies!

them.

10. You can give the Tools team feedback and suggest » 100IS@ or #100ls
new features that will help you in your work!



Impact

About 200 WAU/400 MAU of ~800In TPD

Teams integrating features, making them easier to find
Teams talking about features => more consistent
System-Z mentioned as ‘great’ in 2016 ‘What sucks’
Swiss Army Knife (good?)



Conclusions

Microservices => many small things, big picture is hard
Metadata about microservices helps understand the system
Our metadata is dirty; this is probably unavoidable

Combining many tools => better collaboration and
consistency



Questions?




