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USE MICROSERVICES WITH OR WITHOUT CONTAINERS?

MICROSERVICES WITHOUT CONTAINERS?

* Can we start without containers and migrate later on?
— Without require code changes?

WHAT CONTAINER ORCHESTRATION TOOL TO USE?

* Google Kubernetes, Docker Swarm, Amazon ECS...

— Can we change orchestration tool, without require code changes?




MY PERSONAL QUEST FOR 2016

* Write once, deploy “everywhere”?

— Only require configuration changes!

Main challenge
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EXAMPLE #1 - SPRING CLOUD AND NETFLIX OSS (NO CONTAINERS)
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EXAMPLE #2: DOCKER SWARM MODE
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EXAMPLE #2: DOCKER SWARMMODE o & .

Tests

1. Same tests as for Netflix Eureka

2. Test Resilience
- Kill quote container
—  Kill node with containers

—  Verify that containers are
rescheduled automatically!




EXAMPLE #3: KUBERNETES P~ JSEL
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EXAMPLE #3: KUBERNETES

Tests

* Setup a Kubernetes Cluster in Google Cloud
— With auto scaling of both pods (e.g. containers) and nodes

* Same tests as for Docker Swarm

* Test auto scaling!




EXAMPLE #3: KUBERNETES

* Put some load using the portal and wait for a while...
* Any new pods and nodes?

$ kubectl get pods

NAME STATUS RESTARTS  AGE
quotes-4029858897-2nsm6 Running 2m

quotes-4029858897-5xn93 Running 17m
quotes-4029858897-82vdc Running 6m

quotes-4029858897-d5ctp Running 6m

quotes-4029858897-s6s14 Pending 2m

quotes-4029858897-w8crj Pending 2m

$ kubectl get nodes

NAME STATUS

kubernetes-master Ready, SchedulingDisabled
kubernetes-minion-group-4ptj Ready
kubernetes-minion-group-16kv  NotReady
kubernetes-minion-group-xq6d Ready




ECS = EC2 Container Services

EXAMPLE #4: AMAZON ECS
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EXAMPLE #4: AMAZON ECS

Tests
* Setup a Amazon ECS Cluster with Application Looad Balancer

* Same tests as for Kubernetes in Google Cloud




AMAZON APPLICATION LOAD BALANCER WITH PATH BASED ROUTING

0O < &l & eu-west-1.console.aws.amazon.com @] (V] ] ] +

I‘l Services v  Resource Groups v % [\ LARSSON MAGNUS v Ireland v  Support v

Create Load Balancer Act v
‘ ctions TS - I 7))

=/ NETWORK & SECURITY

Security Groups Filter: Q X 1to1of1 ;
Elastic IPs ‘
[ ] Name ~ DNS name ~ State ~ VPCID ~ Availability Zones + Type
Placement Groups I
Key Pairs [ ] ML-ALB ML-ALB-1373732302.eu-we... active vpc-e0e8b984 eu-west-1a, eu-west-1b application |
Network Interfaces
=/ LOAD BALANCING Rules are evaluated in priority order, from the lowest value to the highest value. When the path pattern for a rule is met, traffic is routed to the target group. Othen |

Load Balancers
Target Groups Add rule Reorder rules

=/ AUTO SCALING

Launch Configurations Path pattern Target group name Priority Rule ARN
Auto Scaling Groups /api-other API 1 arn...ee88dc55447d3b3a ~
SYSTEMS MANAGER
= SERVICES /api/quote* quotes-service 2 arn...56b3478dc71e6e68 ~
Run Command
State Manager / portal-service 3 arn...28452f25692b436d ~
Automations
Patch Baselines Istyles/* portal-service 4 arn...d345d3ee0c4f054¢ ~
g SYSTEMS MANAGER /scripts/* portal-service 5 arn...c43484f508ad93c8 ~
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IF YOU WANT TO LEARN MORE...

* Blog series — Building microservices:
http://callistaenterprise.se/blogg/teknik/2015/05/20/blog-series-building-microservices/

e Workshop in developing microservices
p ping

— Build a set of collaborating microservices from ground up

using Spring Boot, Spring Cloud, Netflix OSS and Docker.

- iDays — 2017-03-09




SUMMARY

* Mission accomplished, worked to write once and deployed on:
— Without containers using Netflix Eureka as Discovery Service
— Container orchestration tools (with built in Discovery Service):
» Google Kubernetes

» Docker Swarm mode

» Amazon ECS
Only differs in configuration

 Prevents vendor lock in

Platform specific features can be used, e.g. auto scaling in the cloud
* Can be accomplished using any language, not only Java
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