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Agenda

JVM inside Containers and on Kubernetes: what you must know!

* Context
* Java At Microsoft, Hardware Resources and Cloud Compute

* JVM Ergonomics
« Understand the default values of the JVM
« How the amount of memory and CPU impacts selection of Garbage Collector

* JVM Garbage Collectors

« Recommendations for better starting points in Cloud native applications
* How to tune GCs

* Java on Kubernetes
« Recommended starting points, Topologies

 Conclusion
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Java at Microsoft



Java is widely used across Microsoft

2,000,000+ JVMs in production*

Minecraft

Thousands of servers built in Java and millions of
players on the very popular Java Edition (Java 17+)

LinkedIn

2000+ Java microservices in
production, Java 11+

Azure' Android
Azure internal systems and 50+ apps published by Microsoft in
infrastructure, Big Data etc. Google Play Store

Ii Bing and MSN
Yammer . . o Infrastructure with Java-based big
Back-end implemented in Java data services

*Internal usage; does not include customer workloads, not all in containers (yet)
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Cloud Compute and
Climate Change
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Global warming: Data centres to
consume three times as much energy in

next decade, experts warn

416.2 terawatt hours of electricity world's data centres used last year was far higher than UK's to
consumption

DevDiv Java Engineering Group




Annual carbon emissions

=e= Net carbon emissions

Microsoft's pathway to
carbon negative by 2030

FY30: Microsoft

! Microsoft and its supply chain carbon emissions and its supply chain

B Microsoft operational

B Avoided emissions offsets
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Hardware Resources
and Cloud Compute
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JVM

JVM

JVM

JVM

Container

Container

Container

Container

Container Engine

Container Engine

VM (Guest OS) VM (Guest OS)

Hypervisor

Host OS

Bare Metal
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Containers via Host O/S’s and VMs

This is how we started with containers — note each layer takes some resource

* Bare Metal Host (& Host O/S)
* Only has so much CPU, RAM, HDD and Network |I/O capacity!
 Often Linux, sometimes this is replaced by a Type-1 Hypervisor

* Hypervisors

* Enables creation and maintenance of VMSs, uses a small amount of resource to do so.
* Type-1 Runs on bare metal, Type-2 runs on a host O/S

 Virtual Machines (VMs)
* This is the laaS unit SKU you usually get on cloud.

» Containers
 Hello Docker (for most people) and K8s to orchestrate

BN \ficrosoft DevDiv Java Engineering Group



JVM

Container

JVM

JVM
Container Container
Container Engine

Host OS

Bare Metal

JVM

Container Engine
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Containers via Container Engines

A quick reminder

* Bare Metal Host (& Host O/S)
* Only has so much CPU, RAM, HDD and Network |I/O capacity!

» Container Engines
» Replaces Host O/S’s and Hypervisors in most cases. Serves up containers only.

» Containers
 Hello Docker (for most people) and K8s to orchestrate

WE \ricrosoft DevDiv Java Engineering Group



Calculate what you need with headroom
Seriously, 64GB of RAM will not give you 16x8GB VMs that work, stop it.
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JVM Ergonomics
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Question 1 of 5: How many Garbage Collectors are
available on an usual vanilla @OpenJDK 11+ distribution?

#0OpenJDK
2 10.9%
3 15.9%
4 24.3%

More than 4 - 49%

239 votes - Final results

Question 3 of 5: How many Garbage Collectors do you
think the JVM may consider when evaluating
ergonomics?

All of the available GCs 35.8%
Between 2 GCs - 25.2%
Between 3 GCs 18.7%
| don't know 20.3%

123 votes - Final results

Question 2 of 5: Do you expect the JVM to choose the
best Garbage Collector based on what ergonomics?

CPUs available 5.4%
Memory available 18.6%
CPU and Memory available - 73.6%
Size of classpath 2.3%

129 votes - Final results

Question 4 of 5: Do you trust JVM Ergonomics to pick the
best GC for you?

Yes, always 43.7%
Yes, until now 21.5%
Never trusted 17%
| didn't know about this 17.8%

135 votes - Final results

Question 5 of 5: Would you like better JVM Ergonomics?

Yes, please. 74.2%
No. | manually tune JVMs. 7%
Whatevs 18.8%

128 votes - Final results



Survey Summary (150 ppl)

* Most devs are deploying JVM
workloads in containers with:

 Upto 4 CPUs (65%)

65% of ppl

4 CPUs \
: 1CPU
20.00% (13) 23.08% (15)

3CPUS —_
3.08% (2)

2CPUs
53.85% (35)

% 6 20%
Wueve [l 256 MB

o % % % fo
siome e 268 4G

 Up to 4 GB RAM (65%)
* |/O intensive (50%)

e Qverall

* Upto2 GB (48%)
* Up to 3 CPUs (50%)




Containerized JVMs Java Versions in Containers CPUs in Containers

\ 8 61.19% \ 1 59.62 %

o1 33.95% e2 17.38%

62.92 % o
Percentage ®14 0.82 % o4 57%
13 0.75 % e3 3.09%

o7 0.66 % ®16 2.22%

* New Relic (Azure Partner)

JVM Ergonomics

Majority with GC not configured

<=3GB 8.38%

° ’IO+ Mi”ion Of prod JVMS analysed JVM Heap Sizing in Contaivner‘s Explicitly Configured GC Threads -meRange‘sir? Containers
* Majority with 1 CPU
Wit 72.36 % -
+ Majority with 1GB or less RAM ’e 613 % ’

847 % Percentage = =
 Typical ‘fixes’ to Perf issues:  xcvaxravpercenage

* Increase heap size

Explicit GC Algorithm Configuration GC Algorithms in Containers
* More replicas
o Mig ration to another StaCk ‘ Unconfigur. 65.71 % e G1 54.03 %
G1 25.25% @ Parallel 31.84%
L o o CMS 8.63 % ® CMS 10.5%
 Ultimately, increased COGS s
® ZGC 0.12% ® ZGC 0.14%
® Shenandoah 0.014 % Shenandoah 0.017%
® Other 0.00075 %
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JVM Ergonomics

Default settings when no GC is specified.

* HotSpot JVM / OpenJDK

e Java 11 or later Available Processor Selection Algorithm

o SenalGC OI‘ G1 GC Java computes the number of active processors at startup in order to report the Runtime.avaiableProcessors{) and make
deasions on the number of GC and Compiler threads .
e Java 8
0 The algorithm (updated in JDK 11) depends on state of -XX:PreferContainerQuotaForCPUCount
* SerialGC or ParallelGC KRS (dofault: true)
True: Active processorcount = min(cpuset count, -cpu-quota/-cpu-period)
OR

° Default Gc False: Active processor count = min(cpuset count, min(-cpu-quota/~cpu-period, --cpu-shares/1024))

* Serial GC if 1791MB or less

memory available.

If you don'tlike our choice use -XX:ActiveProcessorCount=xx

. docker,
» Otherwise, G1GC. _ & con

BE \licrosoft DevDiv Java Engineering Group



JVM Ergonomics Demo

ﬂ. #!/bin/sh

lic class App { docker run \

-v $HOME: /app \

--cpus 2 \

--memory 1500m \

-t1 --rm \

mcr.microsoft.com/openjdk/jdk:17-ubuntu \
java -XX:+PrintFlagsFinal /app/App.java \
| grep -e "Use.*GC" -e "Active"

public static void main(String args[]) {
var procs = / )C rs();
System.out.println("Active Processors: " + procs);

int ProcessorCount
bool Cost
bool
bool ’ Threads
bool
bool OverheadLimit
bool
bool
bool
bool
bool
Processors: 2

{product} {default}
{product} {default}
iproduct} {default}
{product} {default}
{product} {default}
{product} {default}
{product} {default}
{product} {default}
{product} {ergonomic}
{product} {default}
{product} {default}

n DevDiv Java Engineering Group
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JVM Garbage Collectors



Garbage Collectors

Recommendations

Serial Parallel G1 Z Shenandoah

Multi-threaded No Yes Yes Yes Yes

Pause Yes Yes Yes Yes (<1ms) Yes (<10ms)

Tail-latency Effect High High High Low Moderate

DevDiv Java Engineering Group
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What to know

* The JVM Heap * Poorly tuned GC leads to
 Contiguous block of memory * High pause times
* Entire space is reserved * High % of time spent pausing
« Only some space is allocated » Starvation of threads
 Broken up into different areas or regions e OutOfMemoryError (OOME)
* Object Creation / Removal * Tuning GC is worth
» Objects are created by application  Performance gains lead to Cost savings
(mutator) threads . . .
» Objects are removed or relocated by ) Settmg Heap size Is not enough
Garbage Collection » Understanding the workload is key

» Select appropriate Garbage Collector
* Enough CPUs
 Performance requirements and SLAs

Bl p\icrosoft DevDiv Java Engineering Group



Heap Size Configuration

 Default Ergonomics (Heap) * Manually configure Heap
* Inside containers is 1/4 available memory.
 Qutside containers is 1/64 available memory. ¢ -Xmx

 Set value in MB: 256m
» Set value in GB: 2g

 Recommended starting point + Great for well-sized workloads
* Servers
 Set to whatever the application needs « -XX:MaxRAMPercentage
« Containers  Set value in percentage: 75
 Set to whatever the application needs but  Great for workloads to be scaled
75% of container memory limit along container memory limits

* You can go higher, the larger your heap.

Bl p\icrosoft DevDiv Java Engineering Group



“IGC] Tuning is basically trying to
optimize this [object] moving to
‘move as little as possible, as late as
possible so not disturb the flow.””

Monica Beckwith
Principal Software Engineer
Microsoft Java Engineering Group

R
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https://www.infoq.com/interviews/beckwith-garbage-collection/

JVM Ergonomics and GCs — Summary

Java 11+ - OpenJDK HotSpot Ergonomics will use, by default, either SerialGC or G1GC

* G1GC only when 2+ available processors and 1792+ MB available memory — regardless of heap size.
e SerialGC otherwise.

ParallelGC in general outperforms G1GC for smaller heaps

e Up to 4GB, ParallelGC performs better as a throughput GC.
* Between 2-4GB, ParallelGC may still perform better for throughput, but G1GC could be considered.
e ParallelGC still triggers Stop the World (StW), impacting in latency on tail performance.

Heap size not being properly dimensioned for containers by Ergonomics

¢ Default ergonomics will allocate 1/4 of available memory when inside containers, and 1/64 if not in container.

* Make sure a heap size is defined, either with -Xmx or with -XX:MaxRAMPercentage. Allocate at least 75%.



Java on Kubernetes



o000 Karianna (bash) @ 1 node 3 82 Karianna (more) ®3 eoe PE—— O node P,
M Si
kubectl controls the Kubernetes cluster manager. Z??ZZm MZ::?: D:::Zr
trust Manage trust on Docker images
. . n . . J M L
Find more information at: https://kubernetes.io/docs/reference/kubectl/overview/ e oneqe voltunes
Commands
attach Attach local standard input, output, and error streams to a running container
Bastc Commands (Beginner): - Comit Crenta-a new oo From o comtainerts changes
create Create a resource from a file or from stdin. @ Copy files/folders between a container and the local filesysten
i i i i i q it Creats it
expose Take a r'ephcatmlfl controller, service, deployment or pod and expose it as a new Kubernetes Service . . . Karianna (bash) ;::‘1‘0; D;;Ds::z: Zizcz‘z:rupdnte an existing stack
run Run a particular image on the cluster diff Tnspect changes to files or directories on a container's filesystem
set Set specific features on objects Llout y the rollout of SO
rotiou anage the rollout or a resource export  Export a container’s filesysten as a tar archive
Basic Commands (Intermediate): scale Set a new size for a Deployment, ReplicaSet TV‘HZZZZY i TZZQZL““" of e nage
explain Documentation of resources autoscale Auto-scale a Deployment, ReplicaSet, or Rep]| ime®  jmors e contens fron o fareall to create o filesysten inoge
get Displgy one or many resources mﬁecc Reﬁm Tow-level information on Docker objects
: . ki’ Kill one or more running containers
edit Edit a resource on the server (luster Management Commands: Load Load an image from a on anchive on STOTN
delete Delete resources by filenames, stdin, resources and names, or by resources and label selector u 9 N 1°9‘" Log in ‘ﬁ"”"‘k”k“g‘“w
certificate Modify certificate resources. e o e ot
. . . Pe 108 th 1t
Deploy Commands: cluster-info  Display cluster info port List port mappings ot a specific napping for the contatrer
rollout Manage the rollout of a resource : ps List containers
. . S to Display Resource (CPU/Memory/Storage) usage| pu il tory f :
scale Set a new size for a Deployment, ReplicaSet, Replication Controller, or Job P play C Y 9 ) 9 s:sh Push o IZEZE o Ciﬂiihi:ﬁ e :e;ix;y
autoscale Auto-scale a Deployment, ReplicaSet, or ReplicationController Selgelely Mark node as unschedulable T e containers
uncordon Mark node as schedulable m Remove one or more containers
rmi. Remove one or more images
Cluster Management Commands: drain Drain node in preparation for maintenance | Run a comand in a new container
Cer‘tificate MOdIfy Cer‘tificate resources. . . save Save one or more images to a tar archive (streamed to STDOUT by default)
. . . taint Update the taints on one or more nodes search  Search the Docker Hub for inages
cluster-info  Display cluster info start Start one or more stopped containers
top Display Resource (CPU/Memory/Storage) usage. o ol o e g contapars (eSO vaoge stetisties
cordon Mark node as unschedulable Tr'oubleshooting and Debugging Commands : tag Create a tag TARGET_IMAGE that refers to SOURCE_IMAGE
d M k d h d _L bl top Display the running processes of a container
uncoraon arK node as scheaulaole 3 3 = Ur 18 thi it
unee ‘ : . : describe Show details of a specific resource or grouj mmse imeme sl minnm oo eniee
ain Drain node in preparation for maintenance 1 . ) . Show the Docks Format
; ; ogs Print the logs for a container in a pod verston - Sow the Docker verston infornation
taint Update the taints on one or more nodes wait Block until one or more containers stop, then print their exit codes
attach Attach to a running container R docker COMD —help’
--help' for more information on a command.
. . . X . D
Trouble.shootmg and Debugg}ng Commands : » exec Execute a command in a container 5 MurtlMatogktrecat b ot baoh - e A mwes 2, 48kBe 72k80 0 98%
describe Show details of a specific resource or group of resources port—for‘war‘d Forward one or more local ports to a pOd
logs Print the logs for a container in a pod R o the Kub t APT
attac - - nroxy un a proxy to the Kubernetes server
exec | ®®® e o roce ok 2 Karlene bas) b Copy files and directories to and from containers.
port | Martijns-MacBook-Pro-2:~ karianna$ docker Inspect authorization
ProXy| ysage: docker [OPTIONS] COMMAND
C
asth A self-sufficient runtime for containers ed Commands:
Options: Diff live version against would-be applied version
Advance) --config string Location of client config files (default "/Users/karianna/.docker") . . . .
. -c, --context string  Name of the context to use to connect to the daemon (overrides DOCKER_HOST env var and default context set with "docker context use") y Apply a configuration to a resource by filename or stdin
diff | -p, —-debug Enable debug mode . . .
apply| M —host list Daeron socket(s) to connect to l Update field(s) of a resource using strategic merge patch
-1, --log-level string Set the logging level ("debug"|"info"|"warn"|"error"|"fatal™) (default "info") : .
patch e Use TLS; inplied by --tlsverify ace Replace a resource by filename or stdin
repld| —-tlscacert string Trust certs signed only by this CA (default "/Users/karianna/.docker/ca.pem") : . : s s sy
r')t —-tlscert string Path to TLS certificate file (default "/Users/karianna/.docker/cert.pem") Exper‘lmental : Wait for a SpeCIﬁ'C condition on one or many resources.
wat --tlskey string Path to TLS key file (default "/Users/karianna/.docker/key.pen") ert Convert config files between different API versions
conve --tlsverify Use TLS and verify the remote N A ) N N
Kusto v --version Print version information and quit omize Build a kustomization target from a directory or a remote url.
Management Commands :
|:| builder Manage builds ds
: config Manage Docker configs gs Commands:
CJ Marti| container  Manage containers
contoxt | Manage contaxte 1 Update the labels on a resource
image Manage images tate Update the annotations on a resource
network Manage networks N A L.
node Manage Swarm nodes letion Output shell completion code for the specified shell (bash or zsh)
plugin Manage plugins
secret Manage Docker secrets
service Manage services )
stack Manage Docker stacks Commands :
M S :
Seten  Manage bocker resources Print the supported API resources on the server
trust Manage trust on Docker inages versions Print the supported API versions on the server, in the form of "group/version"
volume Manage volumes ’
Comands: ig Modi fy kubegorjf}g ﬁles‘ . ‘ )
attach Attach local standard input, output, and error streams to a running container in Provides utilities for interacting with plug]_ns .
build Build an image from a Dockerfile ) i . ) . .
comit  Create a new image from a container’s changes ion Print the client and server version information
cp Copy files/folders between a container and the local filesystem
create Create a new container
deploy Deploy a new stack or update an existing stack
diff Inspect changes to files or directories on a container's filesystem
events Get real time events from the server 3
e fum o corond in o running contatner ctl [flags] [options]
export Export a container's filesystem as a tar archive
history Show the history of an image B . ) .
inages  List inages ubectl <command> --help" for more information about a given command.
import Import the contents from a tarball to create a filesystem image . " . . . .
O Martiins-MacBook-Pro-2. % bash o- 61kt [l 99% ———— ubectl options" for a list of global command-line options (applies to all commands).
1 Martiine-MacBook-Pro-2 | % more <« bash M~ EmF.UA % - . JE18 GR
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Kubernetes CPU Throttling

How it impacts the JVM

* CPU requests on Kubernetes are for CPU time
« “1000m" does NOT mean a single vCPU, or core.
e “1000m" means the application can consume a full CPU cycle per period.
« “1000m" allows an application with multiple threads to run in parallel.
* When all threads combined consume “1000m"” in CPU time, the application is throttled.

Example
« Thread A spends 400m; Thread B spends 500m. Thread C spends 100m.

« App now must wait 500m for the next cycle.

» Java applications are, in general, multi-threaded
« Concurrent GCs will have their own threads.
» Web apps and REST/gRPC microservices will have their own threads.
« Database Connection Pools will have their own threads.

Bl p\icrosoft DevDiv Java Engineering Group



CPU Throttling

CPU Limit: 1000m

» Each request: 200m
* Remaining CPU time: 200m

How the JVM is throttled on Kubernetes - GC Work (total): 200m

B Microsoft

Application

GC
Thread

GC
Thread

GC
Thread

Garbage
Collector

Application throttled for 60ms

* Remaining CPU time: Om

o @ @
0

Remaining CFS Period: 100ms

— 80ms

— 60ms

DevDiv Java Engineering Group



JVM on Kubernetes

* JVM Available Processors * Trick the JVM
« Up to 1000m: 1 proc  Limit may be 1000m, but you may still tell
« 1001-2000m: 2 procs the JVM it can use 2 or more processors!
« 2001-3000m: 3 procs
. * Use this flag:

-XX:ActiveProcessorCount

n DevDiv Java Engineering Group
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Kubernetes: Better Starting Points

Recommendations to follow instead of JVM Ergonomics

With 1000m or less, set:

——XX:ActiveProcessorCount=2

I_\

B Microsoft

For small JVM Heap set to 75%

then increase % as Heap increases

DevDiv Java Engineering Group



Latency (us)

Benchmark
Latency: lower is better. Throughput: higher is better.

Latency
140,000
1 20'000 Total Requests in 10 minutes
... Throughout

100,000

80’000 2,500,000

60’000 11000:000

40,000 o

results-6-containers-1-cpu results-2-containers-3-cpus results-3-containers-2-cpus results-2-containers-2-cpus
20,000
0% 90% 99% 99.9% 99.99% 99.999% 99.9999%

Percentile

—— results-2-containers-2-cpus.dat —— results-2-containers-3-cpus.dat —— results-3-containers-2-cpus.dat —— results-6-containers-1-cpu.dat



Azure Kubernetes Cluster
Short but wide - 6 x4 = 24 vCPUs

Control Control Control Control

» D4v3 VM $0.192/hour  « Total Resources Consumed + Garbage Collector selected by Ergonomics:

- 4vCPU « 18 JVMs replicas - Serial GC
- 16 GB 18 vCPUs
« JVM « 36 GB of RAM (of 96) « Concurrent/Parallel GCs won't be effective
- 1vCPU « Constant CPU Throttling on each JVM
« 2 GBRAM » Constant Stop-the-World by GC

Estimate: $840.96  High latency, low throughput

BE \icrosoft DevDiv Java Engineering Group



D8 v3 VM $0.384/hour

Azure Kubernetes Cluster
« 8 vCPUs

Tall but narrow — 3 x 8 = 24 vCPUs . 32GB

« JVM
« 8 GB RAM
e 4 vCPUs
Total Resources Consumed
e« 12 vCPUs
» 24 GB of RAM (of 96)
Garbage Collector (recommended):
« G1GC
Benefits
» CPU Throttling unlikely
» Lower latency, higher throughput

Control Control Control

Savings:
- 9 vCPUs on standby
- 72 GB of RAM on standby

B® \jicrosoft DevDiv Java Engineering Group



A/B Routing Multiple Topologies

Monitor the topologies for resource consumption, latency, and throughput.

B Microsoft

Smaller JVMs

Multiple replicas

Larger JVMs

Lesser replicas

DevDiv Java Engineering Group



Steps to Address Perf Issues

Optimize runtime for the workload

* Understand Your Tech Stack

» Understand how the runtime responds to workloads
« Understand JVM Ergonomics
» Understand JVM Garbage Collectors

* Observe and Analyze
* Monitor with Azure App Insights and other APM solutions
* Analyze JVM data with JDK Flight Recorder (JFR) and
 Analyze Garbage Collection logs with GC analyzers and

* Reorganize existing resources
« Consume the same amount of resources
* Increase the performance
* Maintain or reduce the cost

Bl p\icrosoft DevDiv Java Engineering Group


https://github.com/microsoft/jfr-streaming
https://github.com/microsoft/gctoolkit

Conclusion

Java on Kubernetes scaling

» Different workloads may need different topologies
» Scaling out with more replicas is not a silver bullet for performance increase

* Give more resources to JVMs in the beginning
* Lesser replicas, more CPU/memory

» Start with Parallel GC for smaller heaps
 Avoid JVM default ergonomics
 Ensure you know which GC is being used

* Increase performance by understanding bottlenecks
 Analyse JFR data
 Analyse GC logs

* Scale out, and up, as needed

Bl p\icrosoft DevDiv Java Engineering Group



Learn more in Depth!

https://www.manning.com/books/the-well-grounded-
java-developer-second-edition

https://docs.microsoft.com/en-
us/azure/developer/java/containers/overview

'I' HANNKING
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The End

Microsoft Developer Division

Java Engineering Group (JEG)
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